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Most existing Image-Text Retrieval methods have two 
limitations: the inter-modal matching missing problem

and the intra-modal semantic loss problem.
• The inter-modal matching missing problem refers to the 

situation where, during model training, samples that should 
be matched are mistakenly treated as unmatched due to 
contrastive learning techniques and random sampling, 
resulting in a decrease in model performance.

• The intra-modal semantic loss problem refers to the 
insufficient capability of current ITR models to recognize 
similar input samples. 

Experiment

• Our method achieves SOTA results on three image-text 
retrieval  datasets (MSCOCO, Flickr30K, ECCV Caption).

• Our method can also boost the uni-modal performance 
(Image Retrieval, STS Benchmark) of the image-text 
retrieval model, enabling it to achieve universal retrieval.

• The case study results show that our method not only 
recalls more false negative cases, but also allows the 
model to better recognize similar input samples.

Conclusion

In this paper, we have proposed a novel method 
for image-text retrieval, called Cross-modal and 
Uni-modal Soft-label Alignment. Our method 
leverages a uni-modal pre-training model to 
provide soft-label supervision signals for the ITR 
model, and uses two alignment techniques, CSA 
and USA, to overcome false negatives and 
enhance similarity recognition between uni-
modal samples. Our method is plug-and-play 
and can be easily applied to existing ITR models 
without changing their original architectures. We 
have conducted extensive experiments on various 
ITR models and datasets and demonstrated that 
our method can consistently improve the 
performance of image-text retrieval and achieve 
new state-of-the-art results. Moreover, our 
method can also boost the uni-modal retrieval 
performance of the ITR model, enabling it to 
achieve universal retrieval.


