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Motivation

No explicit mechanism that facilitates the positive (or negative) data of the 
source domain to be attracted towards the corresponding positive (or negative).

• The fusion of pseudo labels and Mixup creates intermediate 
synthetic data between source and target data of the same class, 
thereby promoting the alignment between the two domains.

• The source data should move more (Mixup ratio 0.6) toward the 
target data with a same and highly confident label. 

• While the movement should be limited (Mixup ratio 0.9) for a 
distinct and highly confident label. 

GitHub Link

PL-Mix

ExperimentPL-Mix Improves 
Generalization

p PL-Mix can improve the generalization guarantee

• Classifier Mixup Reduces the First Term
• Discriminator Mixup Reduces the Second Term
• Classifier Mixup Controls the Last Two Terms

p PL-Mix obtains convincing results

•  PL-Mix outperforms SOTA models on Avg. both in Bert and Roberta
•  PL-Mix aligns source data to target data according to their labels
•  PL-Mix  outperforms SOTA on multi-source setting (details in the paper)
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https://github.com/fskong/PL-Mix


