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Binary classification problem 𝐷𝐷+ and 𝐷𝐷−:
 Objective: distinguish the word-context pairs drawn from ℙ from

those drawn from ℚ;
 The classification problem is equivalent to learning the conditional

distribution 𝑝𝑝𝑈𝑈|𝑋𝑋𝑋𝑋 1 𝑥𝑥, 𝑦𝑦 ≔ 𝜎𝜎 𝑠𝑠 𝑥𝑥, 𝑦𝑦

WCC: Let 𝑓𝑓: 𝑋𝑋 → 𝑋𝑋 and 𝑔𝑔: 𝑌𝑌 → 𝑌𝑌 be two functions representing the
embedding maps for words and contexts respectively. The standard
cross-entropy loss for this classification problem is

ℓ = − �
(𝑥𝑥,𝑦𝑦)∈𝐷𝐷+

log 𝜎𝜎 𝑠𝑠 𝑥𝑥, 𝑦𝑦 − �
(𝑥𝑥,𝑦𝑦)∈𝐷𝐷−

log 𝜎𝜎 −𝑠𝑠 𝑥𝑥, 𝑦𝑦

and the solution is
𝑓𝑓∗, 𝑔𝑔∗ ≔ arg min

𝑓𝑓,𝑔𝑔
ℓ 𝑓𝑓, 𝑔𝑔

Theorem 1：Suppose that �ℚ coverse �ℙ. Then the following holds.
1. The loss ℓ, as a function of 𝑠𝑠, is convex in 𝑠𝑠.
2. If 𝑓𝑓 and 𝑔𝑔 are sufficiently expressive, then there is a unique

configuration 𝑠𝑠∗ of 𝑠𝑠 that minimizes ℓ 𝑠𝑠 , and the global minimizer
𝑠𝑠∗ of ℓ 𝑠𝑠 is given by

𝑠𝑠∗ 𝑥𝑥, 𝑦𝑦 = log
�ℙ 𝑥𝑥, 𝑦𝑦
�ℚ 𝑥𝑥, 𝑦𝑦

+ log
𝑁𝑁+

𝑁𝑁−

for every 𝑥𝑥, 𝑦𝑦 𝜖𝜖 𝑋𝑋 × 𝑌𝑌.

Corollary 1： Let 𝑁𝑁+ = 𝑛𝑛 and 𝑁𝑁− = 𝑘𝑘𝑘𝑘. Then it is possible to construct
a distribution �ℙ on 𝑋𝑋 × 𝑌𝑌 using 𝑓𝑓∗, 𝑔𝑔∗, 𝑘𝑘 and ℚ such that for every
𝑥𝑥, 𝑦𝑦 𝜖𝜖 𝑋𝑋 × 𝑌𝑌, �ℙ 𝑥𝑥, 𝑦𝑦 converges to ℙ 𝑥𝑥, 𝑦𝑦 in probability as 𝑛𝑛 → ∞.

The WCC Framework 

 We formalize a unified framework, referred to as “word-context
classification” (WCC), for SGN-like word embedding models.

 We also provide a theoretical analysis that justifies the WCC
framework. Consequently, the matrix-factorization result of [2] can
also be derived from this analysis as a special case.

 The impact of noise distribution on learning word embeddings in
WCC is also studied.

Our Contributions

SkipGram word embedding models with negative sampling [1] (SGN)
is an elegant family of word embedding models. In this work, we ask
the following questions.
 Beyond that particular distribution, if one chooses a different noise

distribution, is SGN still theoretically justified?
 Is there a general principle underlying SGN that allows us to build

new embedding models?
 If so, how does the noise distribution impact the training of such

models and their achievable performances?

Introduction

SGN Model

Let ℚ factorize in the following form
ℚ 𝑥𝑥, 𝑦𝑦 = �ℙ𝑋𝑋 𝑥𝑥 ℚ𝑌𝑌 𝑦𝑦

Corollary 2: In an unconditional SGN model, the global minimizer of 
loss function  ℓ is given by

𝑠𝑠∗ 𝑥𝑥, 𝑦𝑦 = 𝑥̅𝑥 � �𝑦𝑦 = log
�ℙ 𝑥𝑥, 𝑦𝑦

�ℙ𝑋𝑋 𝑥𝑥 �ℚ𝑌𝑌 𝑦𝑦
− log 𝑘𝑘

As a special case when �ℚ𝑌𝑌 𝑦𝑦 = �ℙ𝑌𝑌 𝑦𝑦 ⟹ “PMI”!.

Let ℚ factorize in the following form
ℚ 𝑥𝑥, 𝑦𝑦 = �ℙ𝑋𝑋 𝑥𝑥 ℚ𝑌𝑌|𝑥𝑥 𝑦𝑦

Remark 1: Consider some 𝑥𝑥, 𝑦𝑦 ∈ Supp �ℚ \Supp �ℙ , namely, 𝑥𝑥, 𝑦𝑦 is 
“covered” by �ℚ but not by �ℙ. Then the gradient is

𝜕𝜕𝜕
𝜕𝜕𝑠𝑠 𝑥𝑥, 𝑦𝑦

= 𝜎𝜎 𝑠𝑠 𝑥𝑥, 𝑦𝑦 � 𝑁𝑁−�ℚ 𝑥𝑥, 𝑦𝑦

This may result in slow training.

Hypothesis: The best �ℚ is the one that barely covers �ℙ, namely, equal 
to �ℙ.
Under this hypothesis, choose ℚ𝑌𝑌|𝑥𝑥 to closely resemble �ℙ𝑌𝑌|𝑥𝑥 ⟹ GANs
[3]!

Conditional SGN Model

Experiments
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